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Abstract 

The application of supervised machine learning methods to identify behavioural modes from inertial measurements 
of bio‑loggers has become a standard tool in behavioural ecology. Several design choices can affect the accuracy 
of identifying the behavioural modes. One such choice is the inclusion or exclusion of segments consisting of more 
than a single behaviour (mixed segments) in the machine learning model training data. Currently, the common prac‑
tice is to ignore such segments during model training. In this paper we tested the hypothesis that including mixed 
segments in model training will improve accuracy, as the model would perform better in identifying them in the test 
data. We test this hypothesis using a series of data simulations on four datasets of accelerometer data coupled 
with behaviour observations, obtained from four study species (Damaraland mole‑rats, meerkats, olive baboons, 
polar bears). Results show that when a substantial proportion of the test data are mixed behaviour segments (above 
~ 10%), including mixed segments in machine learning model training improves the accuracy of classification. 
These results were consistent across the four study species, and robust to changes in segment length, sample size, 
and degree of mixture within the mixed segments. However, we also find that in some cases (particularly in baboons) 
models trained with mixed segments show reduced accuracy in classifying test data containing only single behav‑
iour (pure) segments, compared to models trained without mixed segments. Based on these results, we recommend 
that when the classification model is expected to deal with a substantial proportion of mixed behaviour segments 
(> 10%), it is beneficial to include them in model training, otherwise, it is unnecessary but also not harmful. The excep‑
tion is when there is a basis to assume that the training data contains a higher rate of mixed segments than the actual 
(unobserved) data to be classified—such a situation may occur particularly when training data are collected in cap‑
tivity and used to classify data from the wild. In this case, excess inclusion of mixed segments in training data should 
probably be avoided.
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Introduction
Our ability to study wild animal behaviour has been 
revolutionized over the past decade by the utilization of 
animal-attached bio-logging devices [1, 2]. Among the 
primary data types recorded by such devices are loca-
tion (GPS) and inertial measurements (particularly 
body-acceleration) from which behavioural modes can 
be inferred [3, 4]. This inference is usually carried out 
using supervised machine learning (ML) classification 
models. In this method, ground-truth data of inertial 
measurements coupled with verified behaviours are col-
lected, typically through observations of the animals fit-
ted with data loggers; these data are used for training the 
ML model, which is then utilized to classify unobserved 
inertial data to behavioural modes. This procedure has 
become a standard tool in bio-logging studies [5, 6], yet 
it contains several design choices that can potentially 
impact the accuracy of the model, and hence the validity 
of results that are based on its output [7].

An important choice is whether to include or exclude 
mixed segments that contain more than a single behav-
iour in the ML model training data. Mixed behaviour 
segments in ground-truth data occur when the focal 
animal switches behaviour during the observation, and 
thus the recorded inertial data reflects more than a single 
behaviour. One approach for dealing with such behaviour 
switches is to use a change point detection algorithm to 
detect a change in behaviour based on the statistics of the 
signal, allowing to split the data into single behaviour seg-
ments (of varying time duration). This approach has been 
demonstrated by Bom et al. [8] but the relatively sophis-
ticated and heavy computation involved render it outside 
standard use in ecology. Instead, the common practice is 
to work with fixed time segments and ignore the mixed 
segments when training the ML classification model (see 
literature summary in the Appendix, Table S1). However, 
it is not clear if disregarding mixed segments is the opti-
mal choice, and this question has never been examined 
systematically despite the potential impact on model 
accuracy.

There are potential advantages and disadvantages for 
excluding or including mixed behaviour segments during 
model training. Excluding them leaves just pure segments 
and eliminate ‘noisy’ ones that combine data from more 
than a single behaviour. The mixed segments are likely 
to be less distinctive in terms of data features, and hence 
using them for model training might impede model abil-
ity to discriminate between the different classes and thus 
reduce accuracy. However, including the mixed segments 
may provide more realistic training data, allowing the 
model to learn segments of switches between behaviours 
and then perform better when required to classify them 
in the actual, unobserved data that needs to be classified.

Here, we aim to answer the question whether the 
inclusion of mixed behaviour segments in training 
data improves ML model accuracy, and whether this is 
dependent on proportion of mixed segments in the data, 
degree of mixture within the segments (see methods), 
training data sample size, and the segment duration. A 
secondary question is whether training the model with 
both mixed and pure segments hamper its performance 
in classifying pure segments compared to training with-
out mixed segments. This question is targeted to a spe-
cific scenario in which training data contains a higher 
degree of mixed segments than the unobserved data to 
be classified. This specific, yet not uncommon scenario 
may occur when training data is collected in captivity and 
the model is used for classifying behaviours in the wild 
(e.g., [7, 9, 10]). This is because behaviours in captivity 
may be much more interrupted due to space limitation 
or other disturbances, yielding a higher degree of mixed 
behaviour segments; for an example, consider the con-
tinuity of a mammal running behaviour in an enclosure 
versus in the wild.

To examine whether inclusion of mixed behaviours in 
model training is beneficial for accuracy we used a data 
simulation approach based on ground-truth data of body 
acceleration matched with known (observed) behaviours 
from four wild species: Damaraland mole-rats Fukomys 
damarensis, meerkats Suricata suricatta, olive baboons 
Papio anubis, and polar bears Ursus maritimus. In our 
simulations, ML models (random forest) were trained 
while including or excluding mixed segments and their 
performance were then tested on test data either includ-
ing or not-including mixed segments. These simulations 
were performed separately per species’ dataset and under 
four different data scenarios that manipulated the: (1) 
proportion mixed segments in the data, (2) degree of 
behavioural mixture in mixed segments—proportion 
duration of main behaviour in the segment (see meth-
ods), (3) duration of segments (0.5–3 s), and (4) sample 
size. This allows us to investigate if, and under which 
data conditions, mixed segments inclusion in training 
enhanced model accuracy, and evaluate the robustness of 
the findings.

Methods
We obtained four datasets of body-acceleration data 
matched with known (observed) behaviours that were 
collected in four study species: Damaraland mole-rats, 
meerkats, olive baboons, and polar bears (details below). 
These datasets were used (separately) as ground-truth 
data to examine the accuracy of ML models in classifying 
body-acceleration data to behaviours under different data 
scenarios (specified below), designed for examining the 
research questions.
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Classification of body‑acceleration data to behaviours
To classify body acceleration data to behaviour, the 
continuous acceleration data were first sampled into 
fixed, 2-s segments (unless specified otherwise). Using 
short, fixed time segments (of usually 1–3 s) is the typi-
cal method when classifying body acceleration data to 
behaviours. The data segments included either a single 
behavior—pure segments, or more than one behavior—
mixed segments, and in this case the labelled behaviour 
was chosen to be the one of the highest duration. For 
each segment of acceleration data, 55 statistics were 
computed (e.g., Mean, Median, Standard Deviation, see 
full list in [7]) and used as input for the ML models (see 
[5] for detailed manual of this process). The data were 
randomly divided into two even partitions: training and 
test data (We note that since we are able to generate as 
many random repetitions as we want, this split provides 
a better estimation of performance than a single k-fold 
cross-validation). Lastly, the random forest models 
(random forest algorithm with 250 trees), implemented 
with scikit-learn package [11] in Python, were trained 
using the train partition only, and their accuracy results 
were tested and reported based on the test partition 
only. Accuracy is measured as the fraction of the test 
set predicted correctly by the model.

Data simulations
The main purpose of the data simulations was to test 
whether training ML models with mixed segments 
will enhance model accuracy when mixed segments 
are present in the test data. In the first set of simula-
tions, we sampled 200 pure, 2-s segments from each of 
the behaviours per each species’ dataset, and gradually 
added an increasing proportion of mixed segments, 
ranging from 5 to 30% of the data, in 2.5% increments. 
We used only mixed segments for which the top behav-
iour comprises at least 70% of the segment length. At 
each simulation, we partitioned the data to train and 
test (see above), trained a first classifier (ML model) 
just on pure segments and a second classifier on the 
entire training data (pure + mixed), and both classifiers 
were then tested either on only the pure segments in 
the test data, or on the entire test data (pure + mixed). 
In total, for each simulation, i.e., per each value of per-
cent mixed segments, we obtained 4 accuracy scores 
representing training with/without mixed segments 
and test with/without mixed segments. This series of 
simulations was repeated 20 times to robustly collect 
statistics of model accuracy across random samples. In 
all simulations, here and elsewhere, the sampling of the 
data segments is conducted without replacements.

The rest of the simulation sets are designed to test the 
robustness of the findings under variation in other key 
parameters including: the extent of mixing in mixed 
segments, segment length and sample size. Thus, we 
run three additional sets of data simulations, in which 
the procedure is the same as described above (includ-
ing classifier training and testing, and repetitions), but 
proportion mixed segment was set to a fixed value of 
20% and instead another parameter varies throughout 
the simulation series.

In the second set of simulations, the inclusion criterion 
for the mixed segments varies such that the top behav-
iour must include from 40 to 80% of the segment dura-
tion, in increments of 5%. We note that the two lower 
values allow the top behaviour to be less than half the 
time, which is possible if there are at least three distinct 
behaviours during the segment. In the third set of simu-
lations, segment lengths were tested in the range of 0.5 
and 3.0 s with 0.5 s increments. In the fourth set of simu-
lations, we test the effect of sample size and change the 
number of pure observations sampled per behaviour in 
the range of 50 to 300, in increments of 50 (20% mixed 
segments are added on top in the case of mixed train-
ing simulations). Except from in this fourth simulation 
series, a sample size of 200 data segments per behavior 
is chosen as default because this is the maximal amount 
that we have enough data for across all simulation condi-
tions, particularly, when increasing the segment length or 
the minimum duration of the top behavior that reduces 
available sample size from 300 to 200. The ML procedure, 
including classifier training and testing, and repetitions 
were performed identically to the first simulation set.

Datasets of body acceleration matched with behaviours
In this study we analyzed the following datasets of ani-
mal body acceleration matched with known (observed) 
behaviours obtained in four different species.

Damaraland mole‑rats
We obtained a dataset from 16 Damaraland mole-rats 
(DMRs) that were collared with acceleration loggers 
(Technosmart LTD, Italy) for 1–3 weeks, and videotaped 
during this period to match the acceleration records 
with known behaviours (see [7] for more details on the 
collaring procedure). Acceleration was recorded by the 
loggers continuously at 25 Hz in each of three perpen-
dicular axes. The collaring and videotaping took place in 
a laboratory facility in the southern Kalahari (Kuruman 
River Reserve, South-Africa), built of transparent tubes, 
allowing to observe the DMRs behaviours [12, 13]. We 
recorded 57, 10-min videos of the collared individuals 
and labelled the behaviours when they were clearly vis-
ible using the Boris software [14]. The ACC data were 
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then coupled with labelled behaviours. The synchronisa-
tion of the ACC data with the videotaped labelled behav-
iours was done by first using the timestamps in the videos 
and data and then, the data and video were visualized in 
parallel and distinctive behavioural changes such as the 
onset of movement after seconds of motionless were 
used to refine the time synchronization. Only the most 
frequent behaviours were included in the analysis, which 
were: Dig, Eat, Stand, Forward Locomotion, Sweep, Rest 
(see [7] for more details). All research activities on the 
DMRs including the housing and collaring were done 
with approval of University of Pretoria Animal Ethics 
Committee (permits EC089-12, SOP-004-13, EC059-18).

Meerkats
We obtained a dataset from 10 wild, juvenile meer-
kats that were collared with acceleration loggers (Tech-
nosmart LTD, Italy) for 2 weeks, between 2018 and 2020. 
These meerkats are part of a long-term study population 
in the Kuruman River Reserve [15]. Juveniles at this pop-
ulation are regularly trapped at 3-month age for monitor-
ing and blood sampling under anesthesia and during this 
procedure the study animals were equipped with leather 
collars with 3-g acceleration logger, which is far below 3% 
of their body weight (~ 300 g, [16]). Collar removal was 
done by cutting it off without trapping which is feasible in 
this study population which highly habituated to human 
presence [15]. Acceleration was recorded by the loggers 
continuously at 50Hz in each of three perpendicular axes. 
Twenty-one, 10-min videos were recorded by following 
these collared juveniles in the wild. The ACC data were 
then coupled with the behaviours manually by using the 
time stamps in the videos and in the data and refining 
their synchronization manually. This manual synchro-
nization was done by visualizing the videos using VLC 
media player (VideoLAN, Paris, France, with a specific 
add-on ‘Time v3.2’ allowing display of seconds and milli-
seconds) in parallel of visualizing the ACC data using the 
‘Daily Diary Multi-Trace’ (DDMT) software (Wildbytes 
Ltd., Swansea, UK) and relying on distinctive behaviours 
such as ‘vigilance’ (involving standing up on two legs) to 
refine the time synchronization matching. Only the most 
frequent behaviours were included in the analysis, which 
were: Scrabbling, Foraging, Vigilance, Digging, Walk-
ing, Running. All study procedures were approved by the 
Animal Ethics Committee of the University of Pretoria, 
South Africa (no. EC047-16) and by the Northern Cape 
Department of Environment and Nature Conservation, 
South Africa (FAUNA 1020/2016).

Olive baboons
We used a dataset from 6 olive baboons that were col-
lared with data loggers (e-Obs Digital Telemetry, 

Gruenwald, Germany) in August 2019 for a period of one 
month and videotaped during this period to match the 
acceleration records with known behaviours. Continuous 
triaxial accelerations were recorded at 12 Hz/axis from 
06:00 to 18:00, and likewise 35 h of videos to match accel-
eration measurements with verified behavioural modes 
resulting in 2.5 h of matched and annotated data. Only 
the most frequent behaviours were included in this anal-
ysis, which were: Forage, Sit, Stand, Run, Walk and Vigi-
lant. See more details on data acquisition and permits in 
[17].

Polar bears
We used a dataset from 5 polar bears that were collared 
by Pagano et al. [18] with data loggers (TDR10- X-340D, 
Wildlife Computers) and videotaped during this period 
to match the acceleration records with known behaviours 
(see [18] for more details). The data were downloaded 
from open-access dataset published by [19]. Accelera-
tion was recorded by the loggers continuously at 16Hz in 
each of three perpendicular axes and likewise over 1000 
h of videos from the same 5 collared individuals were 
obtained in order to match acceleration measurements 
with verified behavioural modes. Only the most frequent 
behaviours were included in the analysis, which were: 
Laying, Walking, Eating, Swimming, Digging, Grooming. 
See more details on data acquisition and permits in [18].

Results
The effect of including mixed behaviour segments dur-
ing model training depends on the composition of the 
test data (Fig. 1). When test data consists of both mixed 
and pure segments, training the model with mixed seg-
ments improves its accuracy relative to training without 
them; yet, this improvement is dependent on the pro-
portion of mixed segments: it emerges above ~ 10% and 
gradually increases thereafter, a trend which is consistent 
across the studied species (Fig. 1). We also found this to 
be true regardless of segment length (See Supplementary 
Figures  S1–S2). When testing with pure segments only, 
the effect of adding in mixed segments during training on 
model accuracy is usually negative (in three of the four 
study species) but small even at max level of proportion 
mixed segments (Fig.  1). I.e., including mixed segments 
in training slightly reduces model accuracy compared to 
training without them when test data includes only pure 
segments.

When the degree of mixture inside the mixed segments 
increases, the accuracy of classifying them decreases, 
however across all levels of mixture, when mixed seg-
ments are present in test data the trend of accuracy 
improvement from having them also in train data 
remains (Fig. 2).
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Fig. 1 Effect of the percent of mixed segments on classifier accuracy. Bars indicate 95% confidence intervals and solid lines the average. Simulation 
conditions—pure‑pure (blue): train and test with pure, single‑behaviour segments only; pure‑mixed (orange): train with pure only and test 
with mixed and pure; mixed‑pure (green): train with mixed and pure and test with pure only; mixed‑mixed (red): train and test with mixed 
and pure segments. The relevant comparisons are between conditions (lines) of same test type: mixed‑mixed (red) versus pure‑mixed (orange), 
and mixed‑pure (green) versus pure‑pure (blue)

Fig. 2 Effect of the extent of mixing (minimum duration of the top behaviour in each mixed segment) on classifier accuracy (20% of segments 
are mixed). Bars indicate 95% confidence intervals and solid lines the average. Simulation conditions—pure‑pure: train and test with pure, 
single‑behaviour segments only; pure‑mixed: train with pure only and test with mixed and pure; mixed‑pure: train with mixed and pure and test 
with pure only; mixed‑mixed: train and test with mixed and pure segments
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We also find an overall gradual increase in classifica-
tion accuracy with an increase in segment length (Fig. 3) 
and sample size (Fig. 4). Also here, throughout the tested 
parameter ranges we find consistency in the trends 
reported above of (a) improved classification accuracy in 
test phase with mixed segments when the model training 
data included them and (b) slightly reduced accuracy in 
test phase with only pure segments when the model was 
trained also with mixed ones.

Discussion
When behavioural modes are classified from inertial 
measurement data using a supervised machine learn-
ing model (classifier), there are several important design 
choices researchers make, which have the potential 
to affect the accuracy of the classification. Using data 
simulations, we investigate how the inclusion of mixed 
behaviour segments during the training phase affects the 
accuracy of the behavioural inference during model pre-
dictions. We found that when mixed segments constitute 
more than 15% of the data, their inclusion in model train-
ing improved classification accuracy (Fig.  1), a finding 
that was consistent across the different species’ datasets 
and data scenarios that were examined. For this reason, 
we generally recommend including mixed segment in 
ML model training particularly when their proportion in 

the data is substantial (~ > 15%). When mixed segment 
proportion is roughly below 10%, our findings show that 
including them in model training phase has no effect on 
model accuracy. However, our findings also show that 
inclusion of mixed segments in training data can mod-
erately reduce accuracy in classifying pure (single behav-
iour) segments. Thus, if there is a basis to suspect that the 
proportion of mixed segments is higher in the training 
dataset than in the classified data, their inclusion needs 
to be considered cautiously.

Mixed behaviour segments are typically ignored in 
animal behaviour studies that translate sensor data to 
behavioural modes. Mixed segments are usually not 
mentioned in such studies (Table  S1) even though it is 
unlikely that they do not occur at all as animals regularly 
transit between behaviours, generating such segments. 
In a few studies it is accurately reported that only pure 
segments are extracted [20, 21], or that mixed segments 
are excluded [22, 23]. Our results suggest that this com-
mon approach might be suboptimal, particularly when 
mixed segments proportion is considerable. Further-
more, accuracy estimates are possibly inflated when they 
are reported based on the pure-pure calculation, when in 
fact the model is later used on mixed segments. Thus, we 
generally suggest to add mixed segments to model train-
ing and testing phases, examine if this improves accuracy 

Fig. 3 Effect of segment length on classifier accuracy (20% of segments are mixed). Bars indicate 95% confidence intervals and solid lines 
the average. Simulation conditions—pure‑pure: train and test with pure, single‑behaviour segments only; pure‑mixed: train with pure only and test 
with mixed and pure; mixed‑pure: train with mixed and pure and test with pure only; mixed‑mixed: train and test with mixed and pure segments
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(as we find here), and based on that decide how to treat 
the mixed segments.

The reduction in accuracy in classification of pure seg-
ments during testing when mixed segments were used 
for training can be explained intuitively; when mixed 
segments are added to model training, the model learns 
less discriminative patterns of the behavioural classes 
with negative implication for classification accuracy 
when applied to pure segments. Thus, when the models 
were tested only on pure segments, inclusion of mixed 
segments in training resulted in moderate reductions in 
accuracy in three out of four examined species’ datasets 
(Fig. 1). This finding suggests that if training data exceeds 
test data in mixed segments proportion, it is better to 
leave out the excess mixed segments from model train-
ing. This suggestion is particularly relevant for studies in 
which training data is collected on captive animals and 
used to classify data from wild individuals—a scenario 
which is common when it is difficult to observe the ani-
mal in the wild (e.g., [7, 9, 10]). In such scenarios, if it is 
reasonable to assume and/or there are data indications 
that the observed behaviours in the training data (cap-
tivity) are more interrupted than in the data to be classi-
fied (wild), one should consider cautiously, and possibly 
avoid, the inclusion of mixed segments in model training.

The chosen segment duration that is used for the ML 
classification encapsulates a trade-off between a time 

window that will comprise only a single behaviour yet will 
be long enough contain sufficient data to discriminate 
between behaviours [4, 24], and our suggestion to include 
mixed segments in the classification model training can 
affect this decision. Short data segments, e.g. of one sec-
ond [9, 25, 26], would favorably provide relatively more 
pure segments and less segments with behaviour transi-
tion. On the other hand, too short time window may not 
include sufficient data to discriminate accurately between 
similar behaviours. Our findings show that classification 
accuracy when using short time segments of only pure 
behaviours is comparable to using longer time window 
and accounting for mixed segments by their inclusion in 
model training (Fig. 3; lines: pure-pure vs. mixed-mixed). 
Therefore, in the trade-off between short pure segments 
and longer ones having more data per segment, our 
analysis offers to consider an in-between option of using 
longer segments that contains a larger proportion of 
mixed segments, if the model can account for them accu-
rately through training on an adequate training set (with 
mixed segments).

When mixed behaviour segments are used in ML 
model training, it needs to be decided which behaviour 
the mixed segment will be assigned to, i.e., which behav-
ioural label will be used in the training phase. Here, we 
defined this behaviour to be the one of the longest dura-
tion. Alternative decision rules can be used such as 

Fig. 4 Effect of sample size per behaviour on classifier accuracy (20% of segments are mixed). Bars indicate 95% confidence intervals and solid lines 
the average. Simulation conditions—pure‑pure: train and test with pure, single‑behaviour segments only; pure‑mixed: train with pure only and test 
with mixed and pure; mixed‑pure: train with mixed and pure and test with pure only; mixed‑mixed: train and test with mixed and pure segments
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to decide based on the behaviour of higher ecological 
importance to the research question (as in: [27, 28]). For 
example, a study that is focused on pecking behaviour 
may assign mixed pecking-standing segments as ‘peck-
ing’ even if they mostly comprise of standing.

It is commonly understood to be advantageous to use 
as much training data as possible when training mod-
els for supervised learning of behavioural modes from 
accelerometer data. Correspondingly, our results (Fig. 4) 
show an overall trend of increase in accuracy in all spe-
cies as the sample size is increased. Also, the main effect 
of benefiting from adding mixed segments to training 
when later needing to classify such is seen consistently 
throughout the entire range of sample size studied here. 
In the Baboons dataset we see that when the sample size 
is small, the effect of adding in the mixed segments is 
stronger, and generally attenuates gradually as the sam-
ple size is increased. One reason for this could be that 
for small sample sizes the increase in training data repre-
sented by adding in an additional 20% of mixed segments 
is more crucial for improving accuracy than for sample 
size that is already larger.

Concluding recommendations
First, we recommend reporting whether there are 
mixed behaviour segments in ground-truth sensor data 
matched with behaviours that is collected for ML clas-
sification, and their proportion. Based on the trends in 
our simulations on data from four mammal species, we 
conclude that if mixed segment proportion is below 10% 
of the data, it is probably not worthwhile in terms of 
accuracy to include them in ML model training (yet this 
could still be easily examined per study). If mixed seg-
ment proportion is above 15%, we recommend includ-
ing, or consider their inclusion, in model training and 
testing. Nevertheless, if there are reasons to suspect that 
mixed segment proportion is higher in the ground-truth 
data than in the actual data to be classified (e.g., captivity 
versus wild case—see above), their inclusion needs to be 
considered cautiously and excess inclusion of mixed seg-
ments should probably be avoided. 

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1186/ s40462‑ 024‑ 00485‑7.

Supplementary Material

Author contributions
Y.R. and S.R. initiated the research. Y.R. conducted the analysis and wrote the 
first draft of the manuscript. All other authors helped in data collection, and 
revisions of the manuscript.

Funding
We thank Dr Anthony Pagano and Prof Terrie Williams for kindly contributing 
the polar bear dataset to this study. We thank Prof Tim Clutton‑Brock for his 
generous support in this research and Marta Manser for her contribution to 
this study and to the management of the Kalahari Meerkat Project. We thank 
Susanne Siegmann and vet Dr Carin Bernardo for their essential contribution 
to the mole‑rats data collection. We are grateful to the Meerkat Project field 
site managers and particularly Jacob Brown, Jessica Granweiler and Chloë 
Farrington for their essential help in the field. We are thankful to the Kalahari 
Research Trust for access to the facilities at the Kalahari Research Centre, and 
for the University of Zurich and the MAVA foundation for their support in this 
centre. We thank the Wenner‑Gren, and Blavatnik fellowships granted to S.R. 
We also thank European Research Council Advanced Grant (No 742808 and 
No 294494) to T.C.‑B., to the University of Zurich support to M.M., the MAVA 
foundation, and the Israel Science Foundation grant No. 2482/23 to S.R. 
We would also like to thank the Goldman Center for Data Driven Innovation at 
Hebrew University Business School for partial funding.

Availability of data and materials
Data will be provided upon request and made public with the publication.

Declarations

Ethical approval
Not applicable.

Competing interests
The authors declare no competing interests.

Author details
1 Hebrew University Business School, The Hebrew University of Jerusalem, 
Jerusalem, Israel. 2 Department of Biology and Environmental Science, Centre 
for Ecology and Evolution in Microbial Model Systems (EEMIS), Linnaeus 
University, 391 82 Kalmar, Sweden. 3 Kalahari Research Centre, Kuruman River 
Reserve, Van Zylsrus, South Africa. 4 Department for the Ecology of Animal 
Societies, Max Planck Institute of Animal Behavior, Constance, Germany. 
5 Department of Biology, University of Konstanz, Constance, Germany. 6 Centre 
for the Advanced Study of Collective Behaviour, University of Konstanz, Con‑
stance, Germany. 7 Mpala Research Centre, Nanyuki, Kenya. 8 Graduate School 
of Tourism Sciences, University of the Ryukyus, Nakagami, Okinawa, Japan. 
9 Department of Biosciences, Swansea University, Swansea, Wales, UK. 10 School 
of Zoology, Faculty of Life Sciences, and the Steinhardt Museum of Natural 
History, Tel Aviv University, Tel Aviv, Israel. 11 Kuruman River Reserve, Kalahari 
Research Centre, Van Zylsrus, South Africa. 

Received: 21 February 2024   Accepted: 6 June 2024

References
 1. Kays R, Crofoot MC, Jetz W, Wikelski M. Terrestrial animal tracking as an 

eye on life and planet. Science 2015;348.
 2. Nathan R, Monk CT, Arlinghaus R, Adam T, Alós J, Assaf M, Baktoft H, 

Beardsworth CE, Bertram MG, Bijleveld AI. Big‑data approaches lead to an 
increased understanding of the ecology of animal movement. Science 
2022;375:eabg1780.

 3. Brown DD, Kays R, Wikelski M, Wilson R, Klimley AP. Observing the 
unwatchable through acceleration logging of animal behavior. Anim 
Biotelemetry. 2013;1:20.

 4. Nathan R, Spiegel O, Fortmann‑Roe S, Harel R, Wikelski M, Getz WM. Using 
tri‑axial acceleration data to identify behavioral modes of free‑ranging 
animals: general concepts and tools illustrated for griffon vultures. J Exp 
Biol. 2012;215:986–96.

 5. Resheff YS, Rotics S, Harel R, Spiegel O, Nathan R. AcceleRater: a web 
application for supervised learning of behavioral modes from accelera‑
tion measurements. Mov Ecol. 2014;2:27.

 6. Yu H, Klaassen M. R package for animal behavior classification from accel‑
erometer data—rabc. Ecol Evol. 2021;11:12364–77.

https://doi.org/10.1186/s40462-024-00485-7
https://doi.org/10.1186/s40462-024-00485-7


Page 9 of 9Resheff et al. Movement Ecology           (2024) 12:44  

 7. Resheff YS, Bensch HM, Zöttl M, Rotics S. Correcting a bias in the 
computation of behavioural time budgets that are based on supervised 
learning. Methods Ecol Evol. 2022;13:1488–96.

 8. Bom RA, Bouten W, Piersma T, Oosterbeek K, van Gils JA. Optimizing 
acceleration‑based ethograms: the use of variable‑time versus fixed‑time 
segmentation. Mov Ecol. 2014;2:6.

 9. Clarke TM, Whitmarsh SK, Hounslow JL, Gleiss AC, Payne NL, Huveneers C. 
Using tri‑axial accelerometer loggers to identify spawning behaviours of 
large pelagic fish. Movement Ecol. 2021;9.

 10. Hammond TT, Springthorpe D, Walsh RE, Berg‑Kirkpatrick T. Using acceler‑
ometers to remotely and automatically characterize behavior in small 
animals. J Exp Biol. 2016;219:1618–24.

 11. Buitinck L, Louppe G, Blondel M, Pedregosa F, Mueller A, Grisel O, Niculae 
V, Prettenhofer P, Gramfort A, Grobler J, Layton R. API design for machine 
learning software: experiences from the scikit‑learn project. 2013. arXiv 
preprint arXiv: 1309. 0238

 12. Houslay TM, Vullioud P, Zöttl M, Clutton‑Brock TH. Benefits of cooperation 
in captive Damaraland mole‑rats. Behav Ecol. 2020;31:711–8.

 13. Zöttl M, Vullioud P, Mendonca R, Tico MT, Gaynor D, Mitchell A, Clutton‑
Brock T. Differences in cooperative behavior among Damaraland mole 
rats are consequences of an age‑related polyethism. Proc Natl Acad Sci 
USA. 2016;113:10382–7.

 14. Friard O, Gamba M. BORIS: a free, versatile open‑source event‑logging 
software for video/audio coding and live observations. Methods Ecol 
Evol. 2016;7:1325–30.

 15. Clutton‑Brock T, Manser M. Meerkats: cooperative breeding in the 
Kalahari. In: Koenig WD, Dickinson JL, editors. Cooperative breeding in 
vertebrates: studies of ecology, evolution, and behavior. Cambridge: 
Cambridge University Press; 2016. p. 294–317.

 16. Groenewoud F, Clutton‑Brock T. Meerkat helpers buffer the detrimental 
effects of adverse environmental conditions on fecundity, growth and 
survival. J Anim Ecol. 2021;90:641–52.

 17. Suire A, Kunita I, Harel R, Crofoot M, Mutinda M, Kamau M, Hassel JM, 
Murray S, Kawamura S, Matsumoto‑Oda A. Estimating individual expo‑
sure to predation risk in group‑living baboons. Papio anubis Plos One. 
2023;18:e0287357.

 18. Pagano AM, Rode KD, Cutting A, Owen MA, Jensen S, Ware JV, Robbins C, 
Durner GM, Atwood TC, Obbard M. Using tri‑axial accelerometers to iden‑
tify wild polar bear behaviors. Endangered Species Res. 2017;32:19–33.

 19. Hoffman B, Cusimano M, Baglione V, Canestrari D, Chevallier D, DeSantis 
DL, Jeantet L, Ladds MA, Maekawa T, Mata‑Silva V. A benchmark for com‑
putational analysis of animal behavior, using animal‑borne tags; 2023. 
arXiv preprint arXiv: 2305. 10740

 20. Thiebault A, Huetz C, Pistorius P, Aubin T, Charrier I. Animal‑borne acoustic 
data alone can provide high accuracy classification of activity budgets. 
Anim Biotelemetry 2021;9.

 21. Weegman MD, Bearhop S, Hilton GM, Walsh AJ, Griffin L, Resheff YS, 
Nathan R, Fox AD. Using accelerometry to compare costs of extended 
migration in an arctic herbivore. Curr Zool. 2017;63:667–74.

 22. Chakravarty P, Cozzi G, Ozgul A, Aminian K. A novel biomechanical 
approach for animal behaviour recognition using accelerometers. Meth‑
ods Ecol Evol. 2019;10:802–14.

 23. Pagano AM, Atwood TC, Durner GM, Williams TM. The seasonal energetic 
landscape of an apex marine carnivore, the polar bear. Ecology 2020;101.

 24. Studd EK, Derbyshire RE, Menzies AK, Simms JF, Humphries MM, Mur‑
ray DL, Boutin S. The Purr‑fect Catch: using accelerometers and audio 
recorders to document kill rates and hunting behaviour of a small prey 
specialist. Methods Ecol Evol. 2021;12:1277–87.

 25. Dickinson ER, Twining JP, Wilson R, Stephens PA, Westander J, Marks 
N, Scantlebury DM. Limitations of using surrogates for behaviour clas‑
sification of accelerometer data: refining methods using random forest 
models in Caprids. 2021;Movement Ecol. 9.

 26. Hanscom RJ, DeSantis DL, Hill JL, Marbach T, Sukumaran J, Tipton AF, 
Thompson ML, Higham TE, Clark RW. How to study a predator that only 
eats a few meals a year: high‑frequency accelerometry to quantify feed‑
ing behaviours of rattlesnakes (Crotalus spp.). Anim Biotelemetry 2023;11.

 27. Lear KO, Morgan DL, Whitty JM, Whitney NM, Byrnes EE, Beatty SJ, Gleiss 
AC. Divergent field metabolic rates highlight the challenges of increasing 
temperatures and energy limitation in aquatic ectotherms. Oecologia. 
2020;193:311–23.

 28. Rotics S, Kaatz M, Resheff YS, Turjeman SF, Zurell D, Sapir N, Eggers U, Flack 
A, Fiedler W, Jeltsch F, Wikelski M, Nathan R. The challenges of the first 
migration: movement and behaviour of juvenile vs. adult white storks 
with insights regarding juvenile mortality. J Anim Ecol. 2016;85:938–47.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub‑
lished maps and institutional affiliations.

http://arxiv.org/abs/1309.0238
http://arxiv.org/abs/2305.10740

	How to treat mixed behavior segments in supervised machine learning of behavioural modes from inertial measurement data
	Abstract 
	Introduction
	Methods
	Classification of body-acceleration data to behaviours
	Data simulations
	Datasets of body acceleration matched with behaviours
	Damaraland mole-rats
	Meerkats
	Olive baboons
	Polar bears


	Results
	Discussion
	Concluding recommendations

	References


